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1. Introduction

The ability to speak is one of the most important characteristics of humankind. It
enables efficient transfer of information between different individuals, boosting the
ability to learn and making the collaborative development of complex ideas possi-
ble. The historical influence of speech is illustrated by the observation that advances
in communication technologies are often accompanied by major sociological revolu-
tions. For instance, the development of writing in Mesopotamia in the 4th millenium
BC occurred simultaneously to the emergence of state societies [1]. Likewise, the
invention of the printing press in the 15th century coincides with Europe’s transition
from the Medieval Period to the Renaissance [2].

More recently, the idea to use electromagnetic signals in order to transmit in-
formation enabled communication over long distances without serious delay. This
culminated in the development of the Internet, a network capable of connecting
essentially any two persons on the planet.

While the ability to easily transmit messages over long distances brings about sub-
stantial benefits, at least one problem is essentially unavoidable: It is practically im-
possible to physically shield the channel between sender and receiver against eaves-
droppers. However, secrecy of messages is often a crucial desire. Therefore, efficient
encryption techniques have been developed that try to encode the message in such
a way that an adversary who intercepts it is unable to extract its meaning. Only the
designated receiver should be able decode the message properly, often achieved by
means of some pre-shared secret.

However, the most widely used encryption techniques are fundamentally insecure,
as are the preparation protocols that establish shared secrets to begin with: They are
susceptible to brute force attacks and—more importantly—in some cases breakable
by quantum computers. Efficient attacks using classical computers have not been
found yet, but their nonexistence remains to be proven. Thus, the security of such
protocols relies on technological and financial limitations of the attacker.

As an alternative, quantum key distribution (QKD) has been proposed in 1984 [3]
and, independently, in 1991 [4]. In combination with the One-Time-Pad, a classical
encryption scheme, it allows for unconditionally secure communication [5, 6], i.e.,
its security can be proven even under the assumption that the eavesdropper is ca-
pable of carrying out any physically possible operation on the transmitted signals.
Sender and receiver are able to detect eavesdropping attempts and can and esti-
mate the amount of information the attacker has extracted. With this knowledge,

1



1. Introduction

secrecy can either be reestablished by classical post-processing steps or the protocol
can safely abort without having leaked any confidential information.

Unfortunately, a variety of technical challenges hinder mainstream adoption of
QKD. In particular, QKD requires the transmission of quantum states between sender
and receiver, usually carried by photons. Thus, electrical conductors, which are typ-
ically employed in conventional communication systems, do not constitute viable
channels. Instead, free space or optical fiber connections have to be used. Further-
more, transmission losses limit the maximally achievable distance.

A large fraction of the QKD experiments performed in the last decades was aimed
at increasing the distance between sender and receiver. Beginning with the first ex-
perimental realization over a distance of 30 cm [7], the current distance record is
a key exchange over 404 km of fiber [8]. A multitude of impressive free-space ex-
periments demonstrated the versatility of QKD, including long-distance connections
between islands [9, 10] as well as key exchanges between ground-station and air-
craft [11], hot-air balloon [12], and truck [13]. Today, a goal aspired by many is
to achieve a key exchange with a satellite [14]. Many experiments were already
performed to pave the way to this end [15–18].

At the same time, miniaturized QKD devices that are optimized for short distances
promise to serve a range of use-cases as well. For instance, both mobile devices and
the Internet of Things rely on the ability to communicate securely but do not tolerate
large form factors. Our experiment addresses this space. A miniaturized sender was
designed and assembled by Mélen [19]. A suitable receiver featuring active beam
tracking and thus enabling handheld operation was set up by Vogl [20]. Both were
characterized scrutinizingly by Freiwang [21]. Building on these results, this project
develops an analysis procedure, undertakes a sequence of handheld key exchange
measurements, and assesses the performance of the system.

The present thesis is organized as follows: Chapter 2 introduces the problem of
key distribution using the example of a classical algorithm. Chapter 3 describes the
idea behind quantum key distribution, addressing the BB84 protocol in particular.
Chapter 4 reviews the experimental setup, Chapter 5 the analysis procedure. In
Chapter 6, measurement results are presented and discussed. Chapter 7 provides a
conclusion and suggests future improvements.
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2. Classical Key Distribution

Before investigating quantum key distribution, in this chapter its classical counter-
part is described. The basic idea behind the protocol is discussed and illustrated
using the example of the well known Diffie-Hellman scheme. Finally, the assump-
tions made on the adversary are evaluated.

2.1. Motivation

Assume that a sender (“Alice”) wants to transmit a message to a remote receiver
(“Bob”). The channel through which the message is communicated can also be ac-
cessed by an eavesdropper (“Eve”), from whom Alice and Bob want to keep the
message secret.

To solve this problem, Alice transforms the message in such a way that only Bob
but not Eve can revert this operation to recover the so-called plaintext. This pro-
cess of disguising the message is called encryption, its reverse decryption, and the
intermediary result a cyphertext [22].

According to Kerckhoffs’ principle [23], cryptographic algorithms should be con-
sidered publicly known. The only secrets Alice and Bob are allowed to have are keys,
i.e., parametrizations of the encryption algorithms randomly chosen for each use.

The most straightforward cryptographic algorithms are symmetric, i.e., the same
key is used for encryption and decryption. Examples are the One-Time-Pad [23] and
the Advanced Encryption Standard (AES) [24] which will briefly reviewed in the
following.

One-Time-Pad (OTP) The OTP requires a key K of the same length as the plain-
text M . Then, the cyphertext C = M ⊕ K , where ⊕ denotes the bitwise XOR
operation, and M = C ⊕ K . Despite their simplicity, OTPs are unbreakable in
the sense that it is mathematically impossible to recover M from C without
knowledge of K . Still, they are rarely used for practical reasons.

Advanced Encryption Standard (AES) The key for AES has a length of 128,
192 or 256 bits. First, the message is split into 128 bit blocks. Subsequently,
each block is modified in several rounds of substitution (replacing bytes using
a lookup table), permutation (changing the byte order) and mixing (bytes are
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2. Classical Key Distribution

correlated with each other using matrix multiplication). Additionally, blocks
are XORed with a round key that is derived from the original key but changes
after each round.

For decryption, the inverse of each operation is applied to the encrypted block.
This can be done in an efficient way if the key is known.

In order to use symmetric encryption to secure their communication, Alice and Bob
need to agree on a secret key in advance. Often, they desire to do this repeatedly for
each communication session. This is to minimize the required time to securely store
the key and therefore mitigate the risk of compromising its security [22]. In case of
the OTP, a new key for every message is even obligatory.

In summary, techniques are necessary with which Alice and Bob can securely and
efficiently generate shared secret data, having no or few secrets in the beginning.
Such protocols are called key agreement, key distribution, or key exchange proto-
cols. If they rely on quantum mechanics they are called quantum, otherwise classical
protocols.

2.2. Example: Diffie-Hellman Key Exchange

The first key exchange protocol, named Diffie-Hellman after its inventors, was pro-
posed in 1976 [25]. It is an example for an asymmetric algorithm because each party
has their own private key as well as a public one shared with every other party.

In order to exchange a secret key, Alice and Bob first have to generate their private
keys—a random large number, x at Alice and y at Bob. The protocol specifies a large
prime number n and an integer g < n. With these, they can calculate their public
keys X and Y as follows:

X = g x mod n, (2.1a)

Y = g y mod n, (2.1b)

where mod n indicates calculation in the multiplicative group modulo n. X and
Y are publicly communicated to the other party and any interested eavesdropper. To
finally arrive at a shared secret

k = g x y mod n (2.2)

4



2.3. Security Assumptions

Alice and Bob compute, respectively,

kA = Y x mod n, (2.3a)

kB = X y mod n. (2.3b)

Since

kA = Y x mod n

= (g x mod n)
y mod n

= g x y mod n

= k (2.4)

and similarly for kB, Alice and Bob have aggreed on the key k. In contrast, an
attacker ideally is unable to retrack this computation.

2.3. Security Assumptions

In the Diffie-Hellman protocol, Alice’s and Bob’s private keys are, of course, not
published explicitly. However, the public keys contain exactly the same information,
just in conceiled form. An adversary capable of reversing Equation 2.1, i.e., finding
x for a given X , can recover the private key from the public key. This possibility
breaches the security of the system.

Therefore, to successfully argue that Diffie-Hellman and other classical key ex-
change protocols are indeed secure, some assumption on the attacker’s powers must
be made. A widely used approach consists in defining the so called computational
security [24]. It allows attackers to only employ feasible strategies that have a non-
negligible success probability.

Feasibility can be formalized further as the condition of having a runtime (mea-
sured in, e.g., computer cycles) polynomial in n, where n is a security parameter
such as the key length. An exemplary attack prohibited by this definition is to sim-
ply test every possible private key: There are 2n different n-bit keys. Plugging all
of them into Equation 2.1 thus takes a time proportional to 2n. As this expression
is not polynomial but exponential in n, such a “brute force” strategy is not allowed
under the definition of computational security.

The final necessary assumption made for the Diffie-Hellman protocol is, that in-
verting Equation 2.1 or, more generally, calculating discrete logarithms is hard for
the attacker, i.e., she does not have access to algorithms that are polynomial in n.

Both of these assumptions may be dubious, depending on the application. Com-
putational security is broken if the attacker simply has enough time and resources.
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2. Classical Key Distribution

If the trend of exponentially growing computational power over time predicted by
Moore’s law [26] continues, this issue becomes even more severe.

What is more, the hardness of the discrete logarithm using classical computation
has not been proven. On the contrary, quantum computers can efficiently solve this
problem using Shor’s algorithm [27]. The same is true for integer factorization, on
which the widely used RSA protocol is based [28]. A practical general quantum com-
puter is not believed to be developed in the next decade, but progress is made fast
and, considering the commercial interest, will likely continue in the future [29].
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3. Quantum Key Distribution

In light of the notion of computational security and the resulting limited usefulness
of classical key distribution schemes, the question arises if such assumptions are
necessary. As first conjectured by Bennet and Brassard [30] and later proven by,
among others, Shor and Preskill [31] as well as Mayers [5], this is not the case, if
one takes a step from classical protocols to schemes utilizing quantum mechanics:
So called quantum key distribution (QKD) protocols do not rely on any assumptions
limiting the power of the adversary. In conjunction with the one-time-pad, they thus
allow for unconditionally secure communication.

In this chapter, the fundamental principles of quantum mechanics enabling QKD
are reviewed. Next, the BB84 protocol, which we implement in our experiments,
and its decoy state extension is described. Finally, side-channels as potential attack
vectors are discussed.

3.1. Properties of Quantum States

QKD relies on two fundamental principles of quantum mechanics: The destructive
nature of measurements and the unclonability of quantum states. We focus the dis-
cussion of the consequences of these principles to qubits, which are, analogous to
the classical bits, the atomic units of quantum information.

A qubit is a quantum state living in a two dimensional Hilbert space. As an or-
thonormal basis for this space, we define the states |0〉 and |1〉 employing Dirac’s
bra-ket notation. Therewith, any qubit |ψ〉 can be expressed as a superposition of
the form

|ψ〉= α |0〉+ β |1〉 , (3.1)

where α and β are complex numbers satisfying the normalization condition |α|2+
|β |2 = 1. The included global phase factor is physically irrelevant. In vector notation,
one can equivalently write

|ψ〉=
�

α

β

�

, (3.2)

which avoids to explicitly mention the chosen basis.
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3. Quantum Key Distribution

For photons as carriers of qubits, |0〉 might be associated with horizontal, |1〉 with
vertical polarization. Diagonal and anti-diagonal polarization (±45°) would then be
represented by |±〉 = 1p

2
(|0〉 ± |1〉), and left/right circular polariztion by |L, R〉 =

1p
2
(|0〉 ± i |1〉).

3.1.1. Measuring Quantum States

Observables, loosely defined as properties of a system that one can measure, are
represented by self-adjoint linear operators A acting on elements of the Hilbert space.
Such operators fulfill equations of the form

A |ai〉= ai |ai〉 , (3.3)

where |ai〉 and ai are the so called eigenstates and eigenvalues of the operator.
Quantum mechanics postulates that, when a measurement is carried out, the nu-

merical outcome will be equal to one of the eigenvalues. Furthermore, the state
of the system will collapse onto the corresponding eigenstate. Which outcome and
which final state is chosen can, in general, not be predicted with certainty. Results
will merely follow a probability distribution

pi =
�

�〈ai|ψ〉
�

�

2
, (3.4)

where 〈ai|= |ai〉† is the eigenstate corresponding to outcome i and |ψ〉 is the state
on which the measurement is performed.

Three well known operators in a two dimensional Hilbert space are the Pauli ma-
trices σz, σx , and σy :

σz =

�

1 0
0 −1

�

, σx =

�

0 1
1 0

�

, σy =

�

0 −i

i 0

�

. (3.5)

As can easily be verified, the eigenstates of σz are |0〉 and |1〉 with eigenvalues
±1. Therefore, σz is the operator responsible for polarization measurements in the
horizontal/vertical (H/V) basis. Similarly,σx corresponds to diagonal/anti-diagonal
(+/-) and σy to left/right-circular (L/R) polarization.

As an example, suppose that two parties, Alice and Eve, play a game: Alice pre-
pares a photon in some state and sends it to Eve. Eve wins if she can tell Alice the
original state, otherwise she loses.

In the first round Alice is restricted to the states |0〉 and |1〉. Therefore, Eve can
simply measures with σz: As 〈0|0〉 = 〈1|1〉 = 1 and 〈1|0〉 = 〈0|1〉 = 0 she will,
according to Equation 3.4, always get outcome +1 if Alice sends |0〉 and −1 if Alice
sends |1〉. Eve can, thus, perfectly distinguish Alice’s challenges and wins the game.

8



3.1. Properties of Quantum States

In the next round, Alice is additionally allowed to prepare diagonal and anti-
diagonal photons: |±〉 = 1p

2
(|0〉 ± |1〉). If Eve would apply the same strategy and

measure those states with σz, her result would be completely indecisive:

p+1(|±〉) =
�

�

�

�

〈0| 1p
2
(|0〉 ± |1〉)
�

�

�

�

2

=
1
2

�

�〈0|0〉 ± 〈0|1〉
�

�

2
=

1
2

,

p−1(|±〉) =
�

�

�

�

〈1| 1p
2
(|0〉 ± |1〉)
�

�

�

�

2

=
1
2

�

�〈1|0〉 ± 〈1|1〉
�

�

2
=

1
2

. (3.6)

(3.7)

In other words, for those photons that Alice prepared with diagonal polarization
she would get outcome +1 and −1 with equal probability, no matter if Alice’s state
originally was diagonal or anti-diagonal. She would get the same results if she would
simply throw a coin.

Another strategy for Eve might be to measure in σx . As the eigenstates of this op-
erator are |+〉 and |−〉, it would enable her to distinguish those two states. However,
now Eve is unable to learn anything about the horizontally and vertically polarized
photons:

p±1(|0〉) =
�

�

�

�

1p
2
(〈0| ± 〈1|) |0〉
�

�

�

�

2

=
1
2

�

�〈0|0〉 ± 〈1|0〉
�

�

2
=

1
2

,

p±1(|1〉) =
�

�

�

�

1p
2
(〈0| ± 〈1|) |1〉
�

�

�

�

2

=
1
2

�

�〈0|1〉 ± 〈1|1〉
�

�

2
=

1
2

,

(3.8)

Since, as was shown, σz can be used to distinguish between |0〉 and |1〉, and σx

between |+〉 and |−〉, Eve might think that chaining those two measurements might
help. But, after the first of these operations, the state will have collapsed to the
eigenstate of the applied operator corresponding to the measurement result. This
means that it carries no more information about the original state, rendering any
additional measurement useless.

In summary, Eve cannot win this game all the time: Sometimes her best guesses
will be wrong. Measurements give only a conclusive result if the states to distinguish
are different eigenstates of the operator. The more they deviate from this ideal, the
less informative is the outcome. In the most extreme case the measurement gives no
information at all.

This is the fundamental principle exploited by quantum key distribution: The hon-
est parties, Alice and Bob, encode their information in eigenstates of a randomly

9



3. Quantum Key Distribution

selected basis unknown to the adversary, Eve. Thus, she will carry out her attack—
some kind of measurement—using the wrong operator sometimes. This gives, first,
meaningless results and, second, alters the states. This trace left by Eve can then be
detected by Alice and Bob, estimating the severity of her attack.

3.1.2. Cloning Quantum States

If it is not possible to measure the same quantum system multiple times, one might
suggest the following alternative: First, make several copies of the state and then
measure each of those. Effectively, this would circumvent the former restriction.

However, perfectly cloning an arbitrary quantum state is prohibited by the no-
cloning theorem, which can be proven for both pure [32, 33] and mixed [34] states.
Some loopholes remain, though: For most, if not all, QKD protocols, the adversary
has some prior knowledge about the sent state. In the case of BB84, for instance,
only four different states are used. Thus, a machine designed to only copy a limited
number of states might be sufficient to break the system, but is not ruled out by the
general statement above.

Secondly, also an attack with an imperfect cloning apparatus must be considered.
As shown by Bužek et al. [35], such a device could operate with a fidelity as high
as
p

5/6. As it turns out, with such a quality an attacker cannot extract more in-
formation from the copied than from the original state, but this is not immediately
apparent from the no-cloning theorem directly.

These examples illustrate the high amount of caution and carefulness one has
to display when arguing for the security of QKD protocols, dictated by the goal of
unconditional security. Despite all the necessary qualifications, though, the principle
stated by the no-cloning theorem neatly condenses the essence of why QKD is secure.

3.2. The BB84-protocol

The first quantum key distribution (QKD) protocol was proposed by Bennet and
Brassard in 1984 [3]. After its inventors and the year of publication, it was named
BB84. Despite many more recent developments it is still widely used today, not
only due to its simplicity but also because its performance is by no means inferior to
its more recent descendants. As it is also implemented in our setup, this section is
dedicated to describing the different steps in the protocol, an extension with decoy
states to improve the protocol’s practicality, and the formulas with which one can
estimate the resulting secret key rate.

10



3.2. The BB84-protocol

3.2.1. Original Protocol

Consider the same situation described in Chapter 2: Two honest parties, Alice and
Bob, seek to establish a secret key between each other. They are connected via a
quantum channel, over which Alice can send qubits to Bob. In practice, the states
are usually encoded in photons and the channel may be free space or an optical fiber.
The channel is assumed to be fully controlled by an eavesdropper, Eve: She can block
signals, measure them, modify them, let them pass untouched, and even launch
additional ones, at her discretion. She is not bound by any further restrictions, but
only the laws of physics.

In addition to the quantum channel, Alice and Bob can exchange classical mes-
sages between each other. In contrast to its quantum counterpart, this channel is
required to be authenticated: While Eve can read those messages (passive eaves-
dropping), she cannot impersonate Alice or Bob and send messages in their name
(active eavesdropping).

Before the key exchange procedure starts, Alice and Bob agree on a common frame
of reference. They name the eigenstates of σz |H〉 and |V 〉, and the eigenstates of
σx |+〉 and |−〉. Finally, they assign bit values to the four states: 0 to |H〉 and |+〉, 1
to |V 〉 and |−〉.

The protocol proceeds as follows.

Preparation. Alice transmits a sequence of qubits over the quantum channel to
Bob, each randomly chosen from the set |H〉, |V 〉, |+〉, and |−〉. The corre-
sponding bases and bit values constitute her so called raw key.

Detection. Bob measures each of the received qubits in eitherσz orσx . The chosen
bases and the measurement results are Bob’s raw key.

Sifting. Bob announces over the classical channel, which qubits he detected and in
which basis he has measured them. Alice announces her preparation bases.
The bit values on both sides, in contrast, remain secret.

They discard all parts of their raw keys in which Bob did not detect anything
or in which Alice’s and Bob’s basis choice differ. What remains on both sides
are the sifted keys.

Post-processing In the final stage, Alice and Bob publicly estimate the error be-
tween their sifted keys—the quantum bit error rate (QBER). Subsequently,
they perform two classical post-processing steps: Error correction removes the
differences between Alice’s and Bob’s key. Privacy amplification squeezes out
any information Eve might have about the key. Both steps reduce the key
length.
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In the final stage, Alice and Bob perform two classical post-processing steps:
First, they correct differences in their sifted keys (error correction). As a
byproduct, this gives them the quantum bit error rate (QBER), with which
they can estimate the maximal amount of information Eve could have about
the key. In the second step, called privacy amplification, the key is compressed
such that the attacker’s knowledge vanishes. Both steps reduce the final key
length.

The idea behind the protocol is, that Eve is ignorant of the basis in which an in-
dividual state is prepared. If she tries to guess, she will guess wrong half of the
times. Thus, her measurements will modify the state, which will result in an in-
creased QBER. This in turn alerts Alice and Bob, who can therewith estimate the
amount of knowledge Eve has about the key. In case they conclude that there is still
some information about Alice’s key that Bob but not Eve has, they continue with
post-processing. Then, the step of privacy amplification is able to compress the key
such that all of Eve’s information is eliminated. However, if Eve is more knowing
than Bob, this is not possible, but the protocol can safely abort. As BB84 is only a
protocol to merely generate a key, but not to transmit a message, no secret data is
compromised. Thus, in the end Alice and Bob either share a secure symmetric key
or know that they do not.

3.2.2. Implementation with Weak Coherent Pulses

In the original BB84 protocol, the transmitted quantum states are supposed to be
qubits carried by single quantum systems. Hence, in a physical implementation one
would have to employ single photon emitters. While this technology is rapidly pro-
gressing, it still comes with a variety of limitations, including low repetition rates
[36]. Therefore, in order to achieve higher key rates, our experiment as well as
many others use laser pulses instead. They can be attenuated to such a degree that
each pulse contains on average less than one photon.

Still, lasers do not emit single photons. Regardless of attenuation, they exhibit a
Poissonian statistics:

Pµ(n) =
µn

n!
e−µ. (3.9)

Here, Pµ(n) describes the probability of having n photons in a laser pulse with
mean photon number per pulse µ. Only with probability Pµ(1) = µe−µ a pulse is
ideal in the sense that it contains exactly one photon. With probability Pµ(n ≥ 2) =
1−e−µ−µe−µ, however, a multi-photon pulse occurs. In those cases, an eavesdropper
could pass only one photon to Bob and extract information from all the others. As
this would not affect Bob’s photon, the attack would not be detected. Only for photon
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numbers approaching zero, this attack is negligible, but then the fraction of empty
pulses Pµ(0) = e−µ increases, reducing the overall key rate.

This eavesdropping strategy is called photon number splitting (PNS) attack [37,
38]. To increase its effectiveness even further, Eve performs a quantum nondemo-
lition measurement of the photon number, not modifying the polarization state. If
the pulse contains more than one photon, she stores one and forwards the rest to
Bob. If instead it is a single-photon pulse, she either blocks it or lets it pass with a
chosen probability. Once Alice announces the preparation bases, Eve can measure
the qubits in her memory and learn the bit values without introducing errors.

Blocking of single photon-pulses would result in a reduced channel transmission,
which can be easily and accurately estimated by Alice and Bob. However, some
absorption is inevitable in realistic systems, e.g., due to optical coupling losses or
imperfect detection efficiencies. Eve is able to, in principle, replace those technical
absorption loss mechanisms with her strategic filtering, and this change cannot be
detected. Therefore, Alice and Bob have to assume that any reduced channel trans-
mission is induced by an attack and increase the amount of privacy amplification
accordingly, resulting in secret key rates scaling very unfavorably with e−T2

.
Thus, the possibility of PNS attacks reduces the secure key rate significantly, es-

pecially when the transmission is low. In fact, in case of a transmission lower than
the probability of single photon pulses detected by Bob, every single photon pulse
might have been blocked and all detected ones are insecure, preventing any secret
key distillation.

3.2.3. Decoy State Extension

As the PNS attack threatened to make the BB84 protocol impractical, a countermea-
sure was developed [39, 40]. Decoy state quantum key distribution is an easy to
implement extension to BB84. The idea is to send, in addition to the normal signals,
so called decoy pulses, characterized by a different intensity. As coherent states with
different mean photon numbers are not orthogonal to each other, an attacker cannot
distinguish between the two classes and has to treat both equivalently. When sup-
pressing single photon pulses, she will then introduce different transmission values
for decoy and for signal pulses, due to the different single-photon probability. This
then enables Alice and Bob to distinguish between genuine losses and a PNS attack.

The effort necessary to extend an existing BB84 setup with decoy states is often
small: One has to tune the intensity of the laser sources, which is usually required
for calibration and stabilization anyways. In practice, it is favorable to have not only
two intensity levels, but also to use the vacuum state as a third one [41]. For this,
one has to turn the source off completely.
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In our setup, sending decoy states is not as straightforward, as the developed elec-
tronics allow only to switch between high (signal) and low (vacuum) brightness. A
solution proposed by Harrington et al. [42] is to send two different polarization
states generated in individual sources simultaneously, resulting in a pulse with twice
as much intensity. While this approach sounds promising, its security is questionable:
Decoy pulses might be distinguishable in the polarization degree of freedom, violat-
ing a crucial assumption in the security proofs. For low enough intensities, however,
indistinguishability is likely restored. A more in-depth assessment is undertaken by
Höhn [43].

3.2.4. Secret Key Rate

After having achieved a general understanding of the BB84 protocol and its security,
it is imperative to obtain a quantitative estimate of the resulting secret key rate. First,
it allows an objective comparison between different systems. Second, the calculated
parameters are important inputs for the error correction and privacy amplification
algorithms.

A prerequisite for such calculations is a model for the system. Following [40, 41],
we assume that our source emits phase randomized weak coherent pulses ρA with
mean photon number µ:

ρA =

∞
∑

i=0

µi

i!
e−µ |i〉 〈i| . (3.10)

Furthermore, the receiver is modeled as a threshold detector: It can only distin-
guish between zero and non-zero photon pulses, but not resolve the photon number.
Thus, we define the transmittance of an i-photon state, i.e., the probability that an
i-photon state produces a click in the detector, as

ηi = 1− (1−η)i, (3.11)

where η is the total transmission, incorporating channel losses, non-unity detec-
tion efficiencies, and time filtering. Then, the yield of an i-photon state is the prob-
ability of getting a click under the condition that an i-photon state is present at the
detector. With the yield of zero-photon pulses Y0, i.e., the darkcount rate, it is given
by

Yi = Y0 +ηi − Y0ηi ≈ Y0 +ηi, (3.12)

with good approximation for typical low noise and low transmission conditions.
Then, the probability of registering a detection and having sent an i-photon state
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is, according to the definition of conditional probability, the product of Yi and the
propability of an i-photon state

Q i = Yi

µi

i!
e−µ, (3.13)

which is called the gain of i-photon states. Finally, the overall gain Qµ of a pulse
with mean photon number µ can be calculated via the law of total probability:

Qµ =

∞
∑

i=0

Q i ≈ Y0 + 1− e−ηµ (3.14)

and represents the probability of detecting something if a pulse has been emitted.
Note that Alice and Bob can only estimate Qµ directly. All quantities specific to
a specific photon number, in particular Q i, are hidden, enabling photon number
splitting attacks.

As shown by Gottesman et al. [44], a BB84 system modeled as above is capable
of generating secret keys at the rate

Ssec =
Qµ

2

�

− f (δµ)H2(δµ) +
Q1

Qµ
[1− H2(δ1)]

�

, (3.15)

displayed in a form similar to the one used by Lo et al. [40]. Here, δµ denotes
the average QBER, δ1 the QBER of single-photon states, and f (δµ) the efficiency
of the error correction algorithm. H2 is the binary Shannon entropy, defined as
H2(p) = −p log2(p)− (1− p) log2(1− p)

For an intuitive understanding of this essential formula, note that it is proportional
to Qµ, which is the probability to detect a pulse and can, thus, be associated with
the raw key rate. The factor of 1/2 expresses that half of the raw key is discarded
during sifting. In the remaining sum, the first term quantifies losses due to error
correction. The rest represents key compression during privacy amplification: Only
a fraction Q1/Qµ of all pulses is resilient against PNS attacks, and of this a fraction
H2(δ1) is still insecure due to measurements performed by Eve.

Since both Q1 and δ1 cannot be measured directly by Alice and Bob, they have
to find worst case estimates. In the following, two of those are presented, one with
and one without decoy states.

3.2.4.1. According to GLLP

Gottesman et al. [44] (GLLP) found approximations for the original BB84 protocol.
They observe that in the worst case, only single photon pulses are blocked by the PNS
attacker and every (presumably insecure) multi-photon pulse is detected. Therefore,
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they bound the fraction of multi photon detections, or in their therminology the
number of tagged bits ∆, by

∆ = 1− Q1

Qµ
≤

Pµ(n≥ 2)

Qµ
=

1− e−µ −µe−µ

Y0 + 1− e−µη
. (3.16)

Ignoring background and expanding up to second order in µ, this simplifies to

∆ ≈ µ

2η
. (3.17)

They also recognize, that in the worst case the QBER of multi-photon pulses is
zero, such that all contributions to the average δ come from single-photon pulses.
Thus, they estimate

δ1 ≤
δ

1−∆ . (3.18)

In summary, their upper and, respectively, lower bounds for Q1 and δ1 are

QL
1 =Qµ(1−∆), (3.19a)

δU
1 =

δµ

1−∆ (3.19b)

3.2.4.2. Using Decoy States

If also decoy states with mean photon number ν 6= µ are being sent, Alice and Bob
have also the parameter Qν available, allowing a much better approximation. Since
the corresponding calculations are lengthy and little illuminating, we restrict our-
selves to only show the results from [41]:

QL
1 =

µ2e−µ

µν− ν2

�

Qνe
ν −Qµeµ

ν2

µ2
− µ

2 − ν2

µ2
Y0

�

, (3.20a)

δU
1 =

δµQµ − Y0e−µ/2

QL
1

. (3.20b)

As is illustrated in figure Figure 3.1, the resulting secrecy of the bits in the sifted
key does not depend strongly on the transmission. This leads to much higher key
rates in practical scenarios compared to the original BB84 protocol.
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at least a factor of 1−H2(δ), where H2(δ) = −δ log2(δ)− (1−δ) log2(1−δ) refers
to the binary Shannon entropy.

A variety of error correction algorithms has been developed, including Cascade
[46], Winnow [47], and LDPC [48]. They differ in how close their efficiency is
compared to the theoretical limit at different error rates. However, all of them are
based on some variant of parity checking: Both Alice and Bob split up their sifted
keys in blocks. For each block, the parity, i.e., the number of 1-bits, is computed and
published. If the parities disagree, an error is found. By repeating the process on
smaller and smaller subblocks the error is further and furher isolated and, eventually,
can be corrected.

3.3.2. Privacy Amplification

After error correction, Alice and Bob share a common key, but they must assume that
it is at least partially known to Eve. The amount of information Eve maximally has
can, however, be estimated from QBER and transmission during the key exchange.
With these figures and the expressions discussed in Section 3.2.4, Alice and Bob can
calculate by how much they have to compress the key in order to make it secure,
i.e., completely unknown to Eve.

For this so called privacy amplification step [49, 50], they express their key as a
vector with n binary entries. To reduce its length to k, they multiply it modulo 2
with an n× k matrix, filled with random bits. This mixes the key in such a way, that
one would need to know more than k bits of the original key in order to predict any
bit in the result.

As knowing the used matrix already during the key exchange stage of the protocol
would open up some attack avenue for Eve, Alice and Bob have to agree on the
matrix only after all qubits have been measured. In general, this is inefficient, as
they have to exchange on the order of nk ∝ n2 bits. Instead, they usually select
from a so-called two-universal subset of linear functions. Two-universality ensures
that, although the set does not contain every binary matrix, its elements are random
enough such that Eve cannot profit from this restraint.

3.4. Side-channels

In the description above it has been implicitly assumed that the bit information is
only encoded in a single degree of freedom—in our case the polarization. In practice,
however, it is inevitable to leak some information via a different channel as well.
Such imperfections can be exploited by an attacker by a simple measurement, known
as side-channel attack. As Bob examines only one degree of freedom, this would
remain undetected, breaking the security of the specific implementation.
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For photons as information carriers three possible side-channels need to be consid-
ered: The spatial mode, the wavelength, and the timing of the pulses, which are all
continuous variables. In order to quantify the attack potential, at least two methods
are available.

The first one is to calculate the quantum mechanical overlap of the respective
wavefunctions ψi(x), where x can be position, wavelength, or time, and i labels
the four BB84 states. In experiments, one typically has access to only the associated
probability distribution pi(x) = |ψi(x)|2. But with the assumption of perfect overlap
of the conjugated degree of freedom, the complex contributions to the integral cancel
each other out. Then, the overlap oi, j between state i and state j can be calculated
as

oi, j =

∫

ψ∗
i
(x)ψ j(x)dx =

∫

q

pi(x) p j(y)dx . (3.21)

If the overlap is 1 for all combinations, the probability distributions are equal and
the side-channel is closed. If it is zero, the states can be perfectly distinguished by
the attacker.

A second method closer to the information theoretic point of view is to estimate
the mutual information I [51, 52] between a side-channel regarded as a random
variable A and the bit value B = {0,1}:

Iβ = 1+

∫

A

dx
∑

b ∈ B

pβ(x |b)
2

log2

�

pβ(x |b)
2 pβ(x)

�

. (3.22)

In this expression, β denotes one of the two bases and, accordingly, pβ(x |0) and
pβ(x |1) are the probability distributions for the considered degree of freedom, con-
ditioned on the bit value. As both bases are equally likely, the mutual information
between bit value and side-channel is on average I = (IH/V + I+/−)/2.

Note that both approaches are only indicators and cannot be used directly to quan-
tify effects on the secret key rate. One circumstance that makes it difficult to incor-
porate such side-channels into security proofs is that the attacker is allowed to block
some of the signals. Therefore, she could filter in such a way, that the remaining
probability distributions overlap much poorer than the originally measured ones.
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4. Experimental Setup

The purpose of our experiment is to demonstrate a key exchange between a handheld
sender and a stationary receiver over free space. To this end, devices for both of the
two parties have been developed, with detailed descriptions provided by Mélen [19]
and Vogl [20], respectively. Exhaustive characterizations have been performed by
Freiwang [21]. This chapter reviews the setup.

4.1. Handheld Transmitter (“Alice”)

The central design goal [53] of the sender is a small form factor such that it can
be effortlessly be held in the user’s hand. Future integration in other devices, as,
for instance, mobile phones, should be feasible with only little modification. At
the same time, it should enable key exchanges with secret key rates sufficient for
practical applications, requiring a high repetition frequency of the laser sources.

4.1.1. Design

Our transmitter produces the four linear polarization states necessary for the BB84
protocol with four independent emitters. The alternative—having only one source
and modulating the polarization afterwards—typically requires bulk optical compo-
nents and is therefore not suitable for our goal of miniaturization. We use near-
infrared vertical-cavity surface-emitting lasers (VCSELs) as light source. As their
emission is unpolarized, polarizers in four different orientations prepare the signal
states. A waveguide chip guides the initially non-overlapping beams into a single
spatial output mode. In addition to this signal, the device also emits a visible beacon
beam used for synchronization purposes and to assist the user in aiming.

Figure 4.1 shows a schematic view of Alice’s design, Figure 4.2 a photograph of the
assembled optics. The images demonstrate that miniaturization has been successful:
The optics fit in a volume of only 35× 20× 8mm3. The whole device, including the
associated electronics, was mounted in a rather spacious box of 19.4×8.8×4.8 cm3.
These dimensions allow handheld operation without any problems.

In the following, the different components are presented in more detail.
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beaconwaveguidepolarizersVCSELs

Figure 4.1.: Schematic depiction of the sender. Components from left
to right: The VCSEL array, a micro-lens array coupling light
into the waveguide, the polarizer array, the waveguide cir-
cuit, the beacon laser, a dichroic beam splitter overlapping
beacon and signal beam, and a collimating lens.

Figure 4.2.: Photograph of Alice’s optics.

VCSEL array

As light sources we use a commercial VCSEL array emitting at a wavelength of
850 nm with a pitch of 250µm. As we need four diodes for our application, this
translates into a minimum width of only 750µm. A modulation speed of up to
28 Gbit s−1 allows for precise timing control required to close the corresponding side-
channel. Due to their symmetric construction, VCSELs should have no intrinsic po-
larization direction [54], which, in our sample, leads to unpolarized emission, at
least for short pulses [19]. Therefore, polarizers are effective means to prepare the
signal states.
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Driving electronics

To create short pulses, sophisticated driving electronics is required. An electronic
oscillator runs at a frequency of 100 MHz, which determines the pulse repetition
rate of the device. For each of the four lasers, two such clock signals are provided.
They can independently be shifted in time with a resolution of 5 ps by two delay
lines. An electronic AND gate combines the two signals, leading to electrical pulses
with a length determined by the difference between the two delay values, which can
be as short as the resolution. Finally, a laser driver converts the voltage pulses to a
current with a low (bias) and a high (modulation) level. Which diode is turned on in
each cycle is determined by an FPGA that also configures the two delay parameters
as well as the bias and modulation current for each channel. The FPGA’s storage
allows for a maximal raw key length of 131072 Bits, which are cyclically repeated
during a key exchange.

Polarizer array

Four wire-grid polarizers filter the unpolarized light from the VCSELs to produce the
linear polarizations required by BB84. For their production, the technique of focused
ion beam (FIB) milling is applied [55]: It carves a pattern of parallel stripes into a
solid gold layer on a transparent substrate, with a period smaller than the wave-
length. Such a structure blocks polarizations orthogonal to the stripe axis, whereas
parallel polarization is at least partially transmitted.

In our design, all four polarizers are written as an array on the same substrate,
simplifying assembly as much as possible. We achieve extinction ratios of more than
1/1000, which does not limit the device’s performance.

Waveguide chip

To establish spatial indistinguishability, a single-mode waveguide circuit [56] is em-
ployed. It is fabricated by femtosecond laser writing, which uses the high intensity
in the focus of a femtosecond laser to locally increase the index of refraction in a
carrier material. By moving the position of the laser relative to the substrate, a one
dimensional path can be written. Two such guides in close proximity comprise a
beam splitter, by virtue of evanescent coupling.

The sophisticated design depicted in Figure 4.3 couples light from four input
modes into one output mode. The other three exits are blocked. The structure
is optimized for polarization independence and low birefringence. To limit losses,
large bending radii have to be chosen. Therefore, the waveguide contributes with
2.5 cm by far the most to the length of the optics.
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Figure 4.3.: Design of the waveguide circuit (taken from [19]). Left: Top
view, right: 3D view.

Beacon laser

The beacon laser [20] operates at a wavelength of 680 nm, which to the human
eye appears as red. In its spectrum, there is also a weak broad peak at the signal
wavelength of 850 nm, which is blocked with a longpass filter. A dichroic mirror
in the signal path, which reflects the beacon but is trasmissive for near infrared,
overlaps signal and beacon, before an outcoupling lens approximately collimates
both beams.

For synchronization between sender and receiver, the beacon is modulated with a
rectangular signal at half of Alice’s 100 MHz clock frequency. In principle, it can also
transmit data by imprinting a more complex pattern, e.g., to encode block numbers,
but besides some preliminary tests this has not been implemented yet.

4.1.2. Characterization

After a device has been assembled, one must make sure that it satisfies all require-
ments. In the case of a BB84 transmitter two aspects are crucial: The quality of the
polarization states and its susceptibility to side-channel attacks. Both are character-
ized in the following.

4.1.2.1. Polarization States

To measure the four polarization states emitted by the device, quantum state to-
mography is performed. However, as is extensively discussed by Freiwang [21], the
results drift slightly over time on the order of hours, likely due to temperature fluc-
tuations. Therefore, the procedure is repeated before each key exchange and, thus,
its description in this thesis is postponed to Section 6.1.3.
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Here, only typical values for two quantities summarizing the states’ quality shall
be given, beginning with the source intrinsic QBER after optimal compensation. This
number is the error rate which one would get in a key exchange if all other compo-
nents would work flawlessly and no attack is carried out. Alternatively, one could
also see it as the source’s contribution to the final QBER. Typically, it is between 0.5
and 1.5 %.

Second, the preparation quality [57]

q = − log2 max
�

�〈ψx |ψz〉
�

�

2
, (4.1)

where the maximization finds the largest (read: worst) overlap between two states
in different bases. In the optimal case of perfectly conjugated bases, q = − log2 1/2=
1, in the worst case of overlapping bases q = − log2 1 = 0. Due to the steepness of
the logarithm below 1, even slight changes in the states cause large variations of q.
Therefore, we find that our states achieve values in the range between 70 and 90 %.

4.1.2.2. Temporal Side-channel

Similar to the polarization states, the temporal profile of the pulses emitted by Al-
ice also varies from day to day. What is more, it is actively calibrated by tuning the
configuration parameters of the delay lines and the laser drivers, likely causing a dif-
ferent shape for each measurement. Thus, we again refer the reader to Section 6.1.1
in the results chapter.

4.1.2.3. Spectral Side-channel

The four polarization states might have differing wavelengths, as they are produced
by four different laser diodes. To confirm this, the four spectra have been recorded
with a grating and a single-photon resolving charge-coupled device (CCD). Each
diode was measured individually with typical settings for bias, modulation, and de-
lays (see, for instance, Table 6.2). Exposure time was 1 s. The result is shown in
Figure 4.4.

As expected, the states are distinguishable and the spectral side-channel is not
closed. If the project were to outgrow the state of a proof-of-principle experiment,
this issue would have to be resolved. One proposed solution is to use VCSELs with
a tunable wavelength, which is possible by, e.g., controlling the diode’s temperature
[58] or inducing mechanical stress [59]. Also, one could employ another kind of
light source with a broader spectrum, such as an LED, but this comes with other
disadvantages. Finally, the most promising approach, especially for production in
larger quantities, is to preselect diodes with overlapping spectra.

25





4.2. Stationary Receiver (“Bob”)

In
te

ns
it

y
[a

.u
.]

Figure 4.5.: Beam profiles at a distance of 46 cm from the outcoupling
lens for the four different channels. Clockwise starting top-
left: Horizontal, vertical, −45°, 45°. Each quadratic image
consists of 300×300 pixels corresponding to 2.4×2.4mm2.

To confirm this assumption, Gaussian beams have been fitted to the four image
sequences. Using the results, the mutual information was calculated analytically for
each distance. At worst, this resulted in a mutual information below 0.01 %. Since
the beams appear to be not perfectly Gaussian, the significance of the exact value is
uncertain. Still, this confirms the hypothesis, that the results above are in fact due
to noise, to which the fits are resistant, and also suggests a very good overlap.

4.2. Stationary Receiver (“Bob”)

The task of a BB84 receiver is to measure the incoming polarization states in a ran-
domly selected basis. Additionally, our specific application scenario of handheld
communication requires beam tracking and basis alignment capabilities. In this sec-
tion, the design of the receiver is presented by first describing the polarization mea-
surement scheme and then detailing the components facilitating the interface to the
sender. A schematic overview is shown in Figure 4.6.
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Figure 4.6.: Schematic depiction of the receiver. HWP: half wave plate,
PD: photodiode, QPD: quadrant photodiode, PAU: polariza-
tion analysis unit, BS: beam splitter, PBS: polarizing beam
splitter, MM fibers: multi-mode fibers, APD: avalanche pho-
todiode.

4.2.1. Polarization Measurement

The state measurement is performed by the detection unit. But before the projection
takes place, it is useful to correct polarization rotations in the receiver and imper-
fections in the sender, for which a compensation apparatus was designed.

4.2.1.1. Detection Unit

As is common for BB84 receivers, a 50/50 beam splitter is used to select the measure-
ment basis in a passive fashion: In one of the two output arm the state is measured
in σz, in the other in σx . The σz measurement is performed by a polarizing beam
splitter, which separates horizontal and vertical polarization, and two fiber-coupled
silicon avalanche photo diodes connected to a timestamping unit. The other arm is
similar in structure, but an additional half-wave plate rotates the measurement ba-
sis to σx . At our signal wavelength, the single photon detectors (PerkinElmer DTS
SPCM-AQ4C) feature a detection efficiency of 38 % according to specification.

4.2.1.2. State Compensation

The optical path in the receiver that a signal pulse has to pass in order to arrive at
the detection unit comprises a variety of optical components such as mirrors and
lenses. Those modify the polarization state, leading to misaligned reference frames
between state preparation and analysis and, thus, an increased QBER and decreased
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secure key rate. Fortunately, as long as they are polarization independent they can
be regarded as unitary and thus invertible by compensating components.

In addition, a compensation is already beneficial considering the polarization states
emitted by Alice alone: Birefringence in the waveguide and the dichroic mirror
changes the polarization states, which are only originally defined by the polarizer ar-
ray. Mainly, this affects all four states equally, allowing the compensation to succeed
even after the spatial modes have been unified.

Polarization state rotations can experimentally be implemented by wave plates.
As it turns out, two quarter waveplates and one half waveplate can, when rotated
accordingly, apply any unitary operation to the polarization state of a transmitted
photon. Therefore, such a structure is placed directly in front of the polarization
analysis unit.

For a given set of polarization states (see Section 6.1.3 for the measurement method),
one then can calculate the appropriate waveplate angles by optimizing the resulting
QBER. As a local minimization often fails to find the global minimum, we employ
a combination of rough global [60] and precise local [61] optimization algorithm,
both from the SciPy library [62], to this task.

4.2.2. Spatial Mode Filter

If an adversary is capable of modifying the different detection efficiencies of the four
detectors, the BB84 protocol becomes vulnerable [63, 64]. In the worst case of com-
plete control a concrete strategy could look like this: Eve measures the state emitted
by Alice in a randomly selected basis, and produces the corresponding detection re-
sult for Bob. Then, she has the same information as Bob about the key, without
having to introduce any errors, and the key’s secrecy is broken.

One way of inducing a detection efficiency mismatch possible in a freespace system
is to alter the beam path, resulting in different coupling efficiencies to the detectors.
To prevent this in our setup, a spatial filter limits the range of possible incoming
modes [65]. By scanning the remaining mode space, one can quantify that the re-
maining detection efficiency mismatch and confirm that it is close to zero [66].

4.2.3. Interaction with Alice

The remaining components in the receiver enable an efficient interplay with the
handheld sender. Three obstacles need to be overcome: Misaligned reference frames
due to a tilted orientation of the transmitter, bad coupling efficiencies caused by
inaccurate aiming, and drifting clocks.
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4.2.3.1. Basis Alignment

It is crucial that Alice and Bob share a common frame of reference, i.e., agree on
definitions of “horizontal”, “vertical”, “diagonal”, and “anti-diagonal”. If not, the
receiver’s measurement bases would not match the transmitted states, which results
in enhanced QBERs and diminished secret key rates.

During a handheld key exchange, one has to expect that the user tilts the trans-
mitter and, as seen from the receiver’s point of view, rotates her reference frame
around the beam axis. To realign the bases again, Bob has a half-wave plate at his
disposal, whose angle he can control using a stepping motor. Alice, on the other
hand, measures her orientation in space using the attitude sensor of a smartphone,
placed on top of the device. An Android app continuously sends the current angle
over Wi-Fi to Bob’s computer, who rotates the waveplate accordingly.

As was observed at least with the smartphone used during development, the re-
ported angle flips back and forth between two values, even when the device does
not move. In order to avoid transmitting this noisy data, the program therefore first
collects 10 values at an interval of 10 ms and then only sends the average of those.
As a result, the refresh rate of the basis alignment amounts to 10 Hz. This is likely
too slow to counter trembling, which typically shows similar oscillation frequencies
[67], but these motions cause only very small angle offsets. In contrast, the main
source of errors—constant misalignment and continuous steady drifts—are resolved.

4.2.3.2. Beam Tracking

Besides tilts, handheld operation would, if untreated, also lead to coupling efficien-
cies close to zero. This is mainly caused by the spatial filter, which limits the accep-
tance angle of the incoming beam to only ±1.4mrad= ±0.08° or, in other words, to
a window of 2.7 mm diameter at a distance of 1 m. Therefore, active beam tracking
is required.

A voicecoil mirror in the beam path, which can be tilted up to ±3° from its resting
position in both axes, is able to correct wrong incoming angles. To provide an error
signal, the beacon beam emitted by the sender is separated from the signal by a
dichroic mirror. Then, it is guided to a quadrant photo diode, which resolves if the
beam hits the center or is off into a certain direction. This signal is fed back to the
voicecoil mirror, setting up a control loop.

To mark the enhanced cone of acceptance, two pinholes with a distance of rougly
15 cm are placed in front of the voicecoil mirror. Once a user sees that the beacon
beam is not blocked by one of the two pinholes, she knows that she likely couples
to the photo detectors. To further aid her estimate, an acoustic feedback has been
implemented: A sharp sound (square wave) signals loss of coupling, a soft one (sine)
operation of the beam tracking. When coupling is restored, a high pitch indicates a

30
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large angle of the voicecoil mirror, a deep one a only small displacement from zero.
This guides the user closer to the center, giving her a greater margin of error.

4.2.3.3. Clock Synchronization

As with most communication systems, quantum key distribution needs clock syn-
chronization because Bob assigns pulse numbers based on detection timestamps. If
this fails because his clock ticks different from Alice’s, they will not be able to agree
on a key.

Clock synchronization utilizes the beacon beam, which Alice has modulated with
a 50 MHz square signal. It is coupled to an amplified photo diode with a bandwidth
of 150 MHz. The electrical output signal is passed on to a commercial clock recovery
chip, which converts it to a clean square signal with defined amplitude and twice the
frequency. Then, an FPGA counts the oscillations and emits a signal every thousand
pulses, effectively reducing the frequency to 100 kHz. This value is low enough to
be counted by the same timestamping unit that also records the signal pulses, but
large enough to not suppress too much information about clock drifts.

While this design is sufficient for clock synchronization, it leaves some things to be
desired. Most importantly, it breaks down as soon as the clock recovery signal is lost,
which happens frequently during handheld key exchanges. Improved electronics
could try its best to continue the output signal even if no input is present, based on
the frequency in, say, the last 100 ms. Furthermore, it synchronizes only “locally”,
but not “globally”: The system ensures that Alice’s and Bob’s clock tick at the same
frequency, but not that they show the same absolute time. A solution would be to
transmit block numbers using the beacon modulation, marking the start of a new
batch of bits. Those issues, however, are not crucial, as they can also be solved in
post-processing during analysis (see Section 5.2.2 and Section 5.2.3).
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This chapter describes how we estimate a secret key rate given a file of detection
events recorded during a key exchange. First, we give an overview on the procedure
as a whole and its software implementation. Then, we present the most important
steps in greater detail: Pre-processing, synchronization, filtering, and calculation
of the secret key rate. To conclude, we make suggestions for an improved future
version.

5.1. Overview

Bob infers which detection at the receiver belongs to which emitted signal by means
of the recorded timestamps. However, at the outset Bob’s clock is independent from
Alice’s, necessitating synchronization as the first task of the analysis. This is done
in two steps: First, a “local” synchronization ensures that both clocks tick in phase.
Second, a “global” synchronization sets a common reference point.

Subsequently, all events recorded outside a certain detection window around the
expected arrival time of the pulses are removed. Those most likely are random noise
due to detector darkcounts, stray light, or background emission by Alice’s VCSELs.
Thus, they carry no information and would only increase the error rate. An addi-
tional step of filtering discards events in periods of very low transmission, in which
even most events inside the detection window stem from background.

Then, sifting takes place (see Section 3.2). Finally, Alice’s and Bob’s sifted keys
are compared with each other to estimate the QBER. Together with the transmission
inferred from the sparseness of Bob’s raw key, secure key rates are calculated. An
actual secret key is not extracted.

A particularity of our setup is that Alice’s key is available at Bob’s computer per-
forming the analysis, obviating the need for any classical communication. Further-
more, as Alice’s storage space is limited, her raw key is looped infinitely. Those
deficiencies would need to be resolved in a practical device, but for our proof-of-
principle experiment they only reduce the required complexity.
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5.2. Major Tasks

5.2.1. Data Preprocessing

The raw files containing the detection events of a key exchange measurement can
become very large: A repetition rate of 100 MHz, mean photon number of 0.1 ,
transmission of 40 %, and detector efficiency of 38 % leads to a detection rate of
about 1.5 MHz. The timestamps are measured with picosecond resolution and are
encoded in plaintext decimals, thus taking 13 Byte already after 10 s. Two more
ASCII-characters are used as delimiter and to store which detector has clicked. In
total, for a typical static key exchange of 60 s, a file larger than 1 GB is produced.

While this size fits in the memory of typical modern computers, it becomes un-
wieldy to work with. Typically, many copies of the same or similar datasets stay in
memory during processing, soon reaching the machine’s limit. The easiest way to
deal with this problem is to split the detection file into small chunks right at the
beginning of the analysis process, which is done by the split_chunks command.
split_chunks iterates over the lines, each representing a single detection event,

in the given input file and stores them in memory. Once a configurable number of
lines (CHUNK_SIZE = 107 by default) has been read, it continues until it finds the
next clock recovery signal. Only then, the detections are written to a new chunk file.
Then, the process repeats, but also including the previous clock signal in the next
chunk. Eventually, the detection file will have been split into small chunks with a
reasonable size of about 170 MB (for the default CHUNK_SIZE).

The motivation for the duplication of clock recovery signals at the chunk borders
is to minimize the need of carrying over detections from one file to the next during
analysis. This way, each file can be easily examined individually, without needing to
ignore detections before the first or after the last clock recovery signal. And more
importantly, it gives an anchor point to seamlessly synchronize between two consec-
utive files.

5.2.2. Local Clock Synchronization

Only in perfect conditions Bob would detect every pulse sent by Alice without addi-
tional noise, allowing him to construct his raw key simply by stringing together his
detector clicks. In practice, due to the use of weak coherent pulses instead of perfect
single photon sources, imperfect transmission and detection efficiencies, background
and darkcounts, as well as the possible presence of an adversary in the channel, this
simplistic approach does not succeed.

Instead, Bob has to infer the pulse index from the time at which each detection
event has occurred. If he sets the expected arrival time of the first qubit to 0 (see
Section 5.2.3), the next pulses are due at T , 2T , 3T , . . . , where T is the inverse
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Signals Sent

Signals Received

Recovery Signal

Naive Synchronization

Figure 5.1.: Simplified illustration of the clock recovery scheme. Alice
sends a stream of signals, of which Bob detects only some.
His recovery electronics clicks every three detections (dark
dots). A naive synchronization scheme might thus assign
pulse numbers 0, 3, 6, . . . (blue dots) to each recovery signal.
This approach fails as phase matching between pre- and post
interrupted signal is not guaranteed.

of Alice’s repetition rate. Therefore, dividing the detection timestamp by T and
rounding to the nearest integer yields the detection’s index in the raw key.

Two requirements on Bob’s timestamping unit follow from this: It needs an accu-
racy of at least T , which in our setup is 10 ns, and it needs to stay in sync with Alice’s
clock over the period of a key exchange (typically between 10 and 60 s). While the
first requirement is easily satisfied out of the box by Bob’s single photon detectors
(resolution of 400± 50 ps [68]) and the time to digital converters (about 80 ps),
synchronization has to be achieved in software, drawing on data from Bob’s clock
recovery electronics described in Section 4.2.3.3.

The clock recovery electronics outputs one signal to the timestamping unit each
time 1000 cycles of Alice’s 100 MHz beacon modulation are counted. During a key
exchange, this results in a signal with a frequency in Alice’s time units of 100 kHz.
The recorded timestamps are measured with Bob’s clock, enabling him to convert
between the two time scales.

In a handheld scenario, though, coupling of the beacon beam onto Bob’s photo
diode might be periodically lost due to shaking of the transmitter. Then, the counter
will halt until coupling is restored, leading to a large gap between two recovery
timestamps. The resumed signal is then still phase matched with Alice’s clock, but
not necessarily with the previous recovery signal (see Figure 5.1).

Synchronization is performed by the function sync_clocks. It takes a chunk as
input containing detection events and their timestamps tB, as measured with Bob’s
clock. Assuming an uninterrupted beacon signal, it then assigns to each clock recov-
ery event at Bob’s time t

sync
B a timestamp t

sync
A in Alice’s time units: 0µs to the first,

10µs to the second, and so on, given by the known frequency of Alice’s recovered
100 kHz signal. The pairs (tsync

B , t
sync
A ) are considered sampling points of a function

mapping between the two clocks. Consequently, all other detection timestamps are
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Figure 5.2.: Exemplary synchronization data. Using the interpolated
clock recovery signal (blue dots) as reference, detection
timestamps are converted from Bob’s to Alice’s clock.

converted to Alice’s clock using a linear interpolation of the acquired data (see Fig-
ure 5.2).

When the coupling of the beacon laser to the photo diode is lost, however, the
recorded timestamps of clock recovery signals display a more complicated behavior,
which is shown in Figure 5.3. During regular operation, the difference between
consecutive timestamps is roughly constant at the expected 10µs, varying by less
than 0.5 ns (50 ppm). When the coupling is lost, the first output signal of the clock
recovery is late by about 3 ms, followed by 115 to 120 signals with a time difference
3.3µs shorter than 10µs. This cycle repeats until coupling is regained with few dead
times in the order of a few 100 ms in between. The cause for these peculiarities has
not been investigated further but rests likely in the unspecified behavior of the clock
recovery chip when the input level is low.

To work around these issues, sync_clocks ignores recovery pulses which are
much closer to their predecessor than the expected 10µs as well as their direct sur-
roundings (nearest and, to be on the safe side, next-nearest neighbors). As those
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Figure 5.3.: Delay of clock recovery signals during loss of signal. For
each clock recovery signal, the time difference to the pre-
vious one is measured and its delay (i.e., difference to the
expected value of 10µs) is plotted. Instead of a single or
few outliers, bizarre behavior on four different timescales,
separated by dashed lines, is observed.

appear to be only electronic artifacts not carrying any actual timing information, no
useful data is discounted.

To bridge the resulting gap δgap
B , an estimate for the passed time on Alice’s clock

δ
gap
A has to be found, in place of the usual 10µs. For that, a time conversion factor

f = δA/δ̃B is defined, where δA = 10µs is Alice’s clock period multiplied by 1000
and δ̃B denotes the median time difference between consecutively detected recovery
signals. Then, δgap

A is approximated by multiplying δgap
B with f and rounding to the

nearest multiple of δA.

The idea behind this approach is to assume a linear relation between Alice’s and
Bob’s clock that does not change over the course of a chunk. The median is used in
favor of the mean because of its resilience against outliers, which, as shown above,
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are plentiful when the beacon coupling is lost . Lastly, rounding to multiples of δA

ensures that δgap
A is a multiple of 10µs. This incorporates the observation that the

clock recovery signal is, if present, always in phase with Alice’s clock.
In summary, after sync_clocks has been executed, each detection event has two

timestamps attached: One—measured—refering to Bob’s clock and another one—
estimated—refering to Alice’s. This allows time filtering and setting up the raw key.

5.2.3. Global Clock Synchronization

The synchronization scheme described in Section 5.2.2 makes sure that Alice’s and
Bob’s clocks tick in phase with each other, allowing the receiver to extract a proper
raw key. A global offset, however, with respect to Alice’s raw key due to different
absolute time zeros is still present. Furthermore, such a global offset might change
multiple times during a handheld key exchange when the clock signal is lost and the
local synchronization method fails.

The most elegant solution to this problem is to let Alice split her raw key in blocks.
Then, she can transmit a serial number each time a new block starts using her beacon
modulation (see Section 4.1.1 and Section 4.2.3.3 for the necessary components in
the sender and the receiver, respectively). In our setup, the key is cyclically repeated
already after about 1 ms due to Alice’s storage size. Therefore, only one block and,
thus, a single start marker instead of a number would suffice.

This scheme, while implemented, was not used for the key exchanges discussed
in this thesis. Instead, the global offset was determined by publically comparing
parts of the raw keys of the two parties utilizing the fact that the number of possible
offsets is limited by the key length. In a straightforward manner, the correlations for
all possible offsets are tested. All but one will show negligible correlation, uniquely
identifying the correct offset.

The number n of bits to compare should be chosen as small as possible, as it
reduces the effective raw key length. Additionally, less comparison bits result in
a faster analysis. If, on the other hand, the number is too low, the probability of
erroneously selecting the wrong offset becomes prohibitively large. To find a sensible
compromise, we calculate the expected overlap for the correct offset. For a raw key
with QBER δ, the number of correct bits is given by

ncor rect =
n

2
(1−δ), (5.1)

disregarding the half of the bits measured in the incorrect basis.
Now, we are interested in the probability of finding by chance a better correlation

at one of the N wrong offsets. For a single offset, the probability to find k matching
bits is given by the binomial distribution with success probability 1/2:
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p(k) =

�

n

k

�

1
2n

(5.2)

Summing for all k ≥ ncor rect yields the probability p0 to erroneously exceed the
correlation found at the correct offset. Then,

p = 1− (1− p0)
N (5.3)

is the propability to do this at least once for the N different offsets, which is the
probability for the algorithm to fail.

A numerical analysis displayed in Figure 5.4 shows that a few tens of comparison
bits are more than sufficient to reliably find the correct offset. Taking into account
that during a handheld measurement the signal is lost and regained usually about
once per 10 s and raw key rates of, depending on the protocol, at least 100 kHz are
achieved, the number of lost bits due to this type of synchronization can safely be
ignored.

Global synchronization as described above is performed by the
find_key_offset method. It takes Alice’s and Bob’s raw keys as parameters and
returns the offset with the highest correlation. Comparison bits are selected from
a period with high key rate to ensure a low QBER and, thus, high success proba-
bility of the algorithm. find_key_offset is called once at the beginning of the
key exchange and again each time the clock signal is lost, since there the local clock
synchronization scheme tends to fail, warranting a fresh start.

5.2.4. Signal-to-Noise Ratio Filtering

During a handheld key exchange the transmission varies rapidly between zero and
the maximum achievable value. As described in detail in Section 3.2.4, low trans-
mission values substantially reduce the resulting secret key rate. Furthermore, in
times of low transmission the QBER is enhanced as there the signal-to-noise ratio is
larger, assuming an equal background countrate. This has a negative effect on the
secret key rate as well.

One might wonder whether the case of non-constant transmission is covered in
QKD security proofs, given that in their secret key rate formulas the transmission
appears as a number instead of a probability distribution. To answer this question
consider two attacks, both optimal for the two different tranmissions they result in.
If the eavesdropper switches back and forth between those two strategies quickly
enough, Alice and Bob are fundamentally unable to recover the two transmission
values, as this requires integrating over some time interval. Instead, to them the key
exchange is indistinguishable from a static one, and they would apply the standard
proven formulas. For the attacker, on the other side, the frequency at which she
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Instead, we apply a technique proposed and tested by Erven et al. [69] called
signal-to-noise ratio (SNR) filtering. Here, data measured with high SNR, signaled
by a low raw key rate, is discarded. The remaining parts are effectively recorded in
a shorter timespan and, thus, have a higher averaged transmission.

Before applying the filter, a cutoff value or threshold has to be defined, which
we express as a transmission (as it is proportional to the raw key rate). A high
threshold would have the advantage of high average transmission and low QBER, a
low threshold would result in better raw key rates. Another free parameter to choose
is the used binsize. The optimal choices will depend on the transmission distribution
in the specific key exchange and, for our datasets, will be discussed in Section 6.3.2.

We find optimal values for threshold and binsize by maximizing the secret key
rate. For this, first a global brute force optimization of both parameters is per-
formed. Next, the best threshold is further approached using SciPy’s implementation
of Nelder-Mead’s Simplex algorithm [62, 70, 71]. In this second step the binsize is
left unchanged, as at this point in the analysis for reasons of performance of the
program the data is already prebinned to 10 ms blocks. Consequently, only integer
multiples of this value are possible to evaluate, ruling out many good optimization
algorithms that are only applicable to continuous functions. From experience, how-
ever, the binsize does not have a significant effect on the secret key rate, justifying
this compromise.

5.2.5. Secret Key Rate Estimation

Once a signal-to-noise filter has been applied, raw keys have been sifted, and QBER
as well as transmission have been determined, the resulting secret key rate can be
estimated. In Section 3.2.4 two suitable formulas for two different protocols, BB84
in plain form and with the decoy extension, have been presented. While a com-
plete implementation of the decoy state method for our system is still pending (see
Chapter 7), we are nevertheless able to estimate corresponding rates. This is be-
cause both formulas depend, apart from predetermined system properties, on the
very same parameters.

To reiterate the results of Section 3.2.4, the following expression has to be evalu-
ated:

Ssec =
Qµ

2

�

− f (δµ)H2(δµ) +
Q1

Qµ
[1− H2(δ1)]

�

(5.4)
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Q1 and δ1 are not directly accessible in the experiment and have to be estimated
in the most pessimistic way. For plain BB84

Q1 ≥QL
1 =Qµ(1−∆), (5.5a)

δ1 ≤ δU
1 =

δµ

1−∆ (5.5b)

and for decoy

Q1 ≥QL
1 =

µ2e−µ

µν− ν2

�

Qνe
ν −Qµeµ

ν2

µ2
− µ

2 − ν2

µ2
Y0

�

, (5.6a)

δ1 ≤ δU
1 =

δµQµ − Y0e−µ/2

QL
1

. (5.6b)

Parameters that are fixed for a given test run are the mean photon number µ, the
ensuing fraction of tagged bits ∆ (see Equation 3.17), and the darkcount yield Y0.
Not a priori known but extracted from a specific key exchange are the QBER δµ and
the transmission dependant gain Qµ. A typical value for the classical error correction
efficiency of f (δµ) = 1.22 is assumed [72]. For the decoy analysis, we expect the
same transmission to determine Qν and a secondary mean photon number ν = 2µ.
This value for ν would emerge if decoy states would be produced by turning on two
diodes at the same time, as proposed by Harrington et al. [42].

The sifted key rate Rsift does not appear directly in Equation 5.4, so it might be
unclear how to use this experimentally measured parameter. That is because usually
proportional to the transmission, which appears in the formula via the gain Qµ. In
our case, however, due to the application of a SNR filter, the relationship between
those two quantities is not so simple: A higher threshold will, e.g., decrease the sifted
key rate but at the same time increase the average transmission. Of course, it would
be possible to redefine one of these parameters and restore their direct dependence.
But this would deprive us from at least one of the useful intuitions that larger sifted
key rates mean more transmitted bits and less transmission means less secure keys.

Instead, we disregard SNR filtering for now and assess that in this case the fac-
tor Qµ/2 in Equation 5.4 denotes the probability that a sent pulse appears in the
sifted key. Then, the remainder of the expression rsec is the secret fraction, i.e., the
probability that a bit survives proper post-processing. Thus, we can write

Rsec = Rsift
Ssec

Qµ/2
≡ Rsiftrsec, (5.7)

where we also changed from rates measured in “bits per pulse” (denoted by S) to
“bits per unit time” (R). In this equation we can finally plug in quantities evaluated
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after SNR filtering without problems: A larger threshold increases rsec and decreases
Rsift, but any mathematical coupling between the quantities is eliminated.

5.3. Future Improvements

While the implementation of the analysis software works reasonably well for the
purposes of this thesis, some aspects could be improved. Likewise, some features
may become relevant for a future version.

The most apparent deficiency is the long time required to analyze one key ex-
change, usually 5 to 10 min, depending on the measurement’s duration and how
often the synchronization has to be reestablished. A simple improvement concerns
the global synchronization algorithm, which at the moment tests any possible offset
starting at an arbitrary constant value. However, quitting as soon as a reasonably
large correlation has been found would suffice, reducing the runtime on average by a
factor of two. Moreover, when trying to regain synchronization, we propose to look
in the vicinity of the previous offset first, as the time difference should pile up only
slowly. Combined, those two provisions should speed up the process considerably.

Another weakness is the apparent complexity of the program, resulting from the
choice of Python as programming language. Due to its dynamic nature, it can in
some cases be slow compared to static languages, which makes, e.g., a simple it-
eration over all detection events practically impossible. Therefore, for performance
critical code, third party libraries such as NumPy [73] are used, which outsource
computation to precompiled machine code. This however is only efficient if the
problem at hand can be expressed as an operation acting on a large array of data
(e.g., summing over a sequence of numbers or squaring each element). Unfortu-
nately, for the task of a key exchange analysis, this often requires quite elaborate
and unintuitive reexpressions of the problems with correspondingly detrimental ef-
fects on code readability. A rewrite of the program in a static programming language
would allow a more intuitive approach and, likely, even result in a faster program.

Finally, if our system is to be developed further into a practical device, some ad-
ditional requirements arise. Firstly, the analysis would have to be done “live”, i.e.,
at the same time as the physical key exchange procedure. Then, the user could be
notified once a secret key of a prespecified length had been generated. Secondly, a
secret key would have to be actually generated, instead of only estimating at which
rate this would be possible. Lastly, Alice and Bob need their own physically sepa-
rated key extraction devices, connected only by the quantum and a classical channel
required by the BB84 protocol.
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6. Results

The preceding chapters described how our experiment works in principle—from the
underlying theory to the data analysis procedure. In this last part of the thesis, a
selection of actual key exchange measurements is discussed. After presenting the
calibration procedure, we display the chosen conditions and conclude with a thor-
ough analysis of the performed handheld key exchanges.

6.1. Calibration

Several tasks are necessary before a key exchange can be performed: It must be made
sure that Alice’s pulses overlap temporally, the intensity has to be set accurately and
equal for the four diodes, and, for proper compensation, the polarization states need
to be tomographed.

6.1.1. Temporal Overlap

The shape of the signal pulses in the temporal domain is depicted in Figure 6.1.
10000 and 20 000 detections, respectively, have been recorded for two sets of key
exchanges—one with low and one with high intensity pulses. For convenience, we
define pulse length as the duration in which 95 % of the events have been detected.
This quantity is more meaningful as, e.g., the full-width-half-maximum (FWHM),
which strongly depends on only a few values and, therefore, reveals little on the
rest. For the high intensity key exchange, this pulse length was 610 ps, for the low
intensity key exchange 641 ps. This difference could be caused by the changed pulse
settings or by different temperatures in the laboratory.

The quantum mechanical overlap (see Equation 3.21), assuming a perfect corre-
spondence in the frequency domain, evaluates to 98.4 % and 98.9 %, respectively,
averaged over all pulse combinations (see Table 6.1 for a full analysis). Due to
Poissonian noise in each time bin even a perfect overlap would, at the number of
detections taken, yield only overlaps of 99.0 % and 99.3 %, respectively (note that
noise can make the overlap only worse). Therefore, we consider the pulses close to
indistuinguishable.

Both subjectively and objectively, the vertically polarized pulse of the low intensity
measurement appears to overlap relatively poorly with the three other ones. This
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H V P M
H 100 98.5 98.3 98.2
V 98.5 100 98.3 98.2
P 98.3 98.3 100 98.6
M 98.2 98.2 98.6 100

(a) High intensity key exchange

H V P M
H 100 98.9 99.2 99.1
V 98.9 100 98.7 98.5
P 99.2 98.7 100 99.1
M 99.1 98.5 99.1 100

(b) Low intensity key exchange

Table 6.1.: Quantum mechanical overlaps of the time degree of freedom
between each pulse pair in percent.

While the intensity has to be set roughly already during the calibration of the pulse
shape, it is fine-tuned at a later point in time by controlling only the modulation
current. This ensures that the brightness is determined as shortly before the key
exchange as possible, allowing little room for change by, e.g., ambient temperature
fluctuations. At the same time, the pulse shape stays essentially the same as only
slight variations of a single parameter are performed.

All key exchanges discussed in this thesis have been performed with one of two
mean photon numbers: µlow = 0.05 and µhigh = 0.15. µlow is, at our system param-
eters and for handheld operation, optimal according to GLLP. Key exchanges with
µhigh are intended for a decoy analysis. Here, even larger intensities would be desir-
able. These are, however, prohibited by a beginning degradation of our transmitter’s
laser sources. None the less, key rates multiple times higher than for GLLP can be
expected.

The mean photon number has been measured using the receiver’s polarization
analysis unit. To this end, Alice has been mounted in front of Bob’s entrance pinhole
and the coupling efficiency has been maximized using two mirrors. In this config-
uration, the coupling efficiency to each detector is known [21]. Also taking into
account the specified detector efficiency and the pulse repetition rate, the measured
count rates are converted to a mean photon number per pulse.

The intensities of the four laser sources are matched with each other by individu-
ally tuning the modulation current of the channels. Likely due to crosstalk, the mean
photon number increases unpredictably when all channels are turned on in an alter-
nating fashion (as it is the case during a key exchange). Therefore, multiple steps of
matching the channels and checking the resulting total intensity are performed.

The final pulse parameters are shown in Table 6.2.

6.1.3. Polarization State Tomography

Section 4.2.1.2 described Bob’s ability to compensate for inevitable polarization ro-
tations. This task requires knowledge of the initial states prepared by the transmitter.
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Channel Bias Modulation Delay A Delay B

0 (V) 5 225 32 95
1 (P) 5 254 30 125
2 (M) 1 196 94 137
3 (H) 2 253 64 94

(a) Settings for the high intensity key exchange.

Channel Bias Modulation Delay A Delay B

0 (V) 2 191 29 89
1 (P) 6 238 40 137
2 (M) 1 149 89 133
3 (H) 4 235 82 110

(b) Settings for the low intensity key exchange.

Table 6.2.: Pulse parameters ensuring overlap and equal intensities used
during the two key exchanges. The numbers are parameters
passed to the laser driver and delay lines, representing cur-
rents and time offsets, respectively.

detector for each projection while no mechanical components have to be moved.
However, the information about the circular component of the state remains un-
known. Furthermore, Bob’s transformation would have to be characterized in order
to reconstruct the original states.

To benefit from the advantages of both schemes, we combine them: First, we
extract the degree of polarization of each of the individual states from the results
of a full tomography. Subsequently, we perform a partial tomography. The circular
component can then, up to a sign, be calculated from the two measured components
and the degree of polarization. The sign can simply be guessed, as a mistake would
become clearly apparent in a failing state compensation. Bob’s rotation does not
have to be taken into account separately, as it needs to be compensated for as well.

For comparison between the full and partial tomographies, we mathematically
apply an optimal, unitary compensation operation to both measurement results (see
Section 4.2.1.2). This way, the polarization effects induced by Bob have no influence
as long as they are unitary, but also any other unitary difference is disregarded. To
quantify the agreement between the two schemes, we use the fidelity

F(ρ,σ) = tr
Æp

ρσ
p
ρ (6.1)
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(b) Low intensity key exchange.

Figure 6.4.: Polarization states for the two key exchanges. Depicted is
a Poincare sphere in azimuthal equidistant projection: The
linear polarization angle is read off the azimuthal angle, the
circular component off the radial distance from the equator.
Original states in blue, states inside of Bob in red, compen-
sated states in green.

horizontal and vertical polarization could have similar consequences. Therefore, we
consider the value determined by the full tomography to be most accurate. This
value being also the lowest one ensures that we do not overestimate our setup.

Finally, the unitary compensation operation calculated earlier was implemented in
the experiment by turning the designated waveplates in the receiver accordingly (see
Section 4.2.1.2). A partial tomography was performed with these settings, showing
QBERs of 1.1 % and 1.6 % (Table 6.3 and Appendix A). The minor increase from
the values estimated earlier could be explained by a slight misaligned reference axes
of the waveplates. The fidelity of the compensation, calculated between the mea-
sured compensated states and the states from the partial tomography after optimal
compensation, was 99.9 % and 99.6 %.
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H V P M avg

S1 0.94 −0.85 0.19 −0.33 −0.01
S2 −0.30 0.38 0.97 −0.93 0.03
S3 0.11 −0.31 0.00 0.14 −0.02

DOP [%] 99.6 98.1 98.8 99.5 99.0
δcomp [%] 0.5 1.5 1.1 0.4 0.9

q [%] 72.6

(a) Full tomography of emitted states.

H V P M avg

S1 0.94 −0.86 0.12 −0.22 −0.01
S2 −0.13 0.08 0.92 −0.85 0.01
S∗3 0.31 −0.47 −0.33 0.47 −0.01

δcomp [%] 0.4 1.3 1.0 0.5 0.8

q* [%] 82.8

(b) Partial tomography of states inside receiver.

H V P M avg

S1 0.97 −0.98 −0.10 0.05 −0.02
S2 0.06 0.00 0.97 −0.99 0.01
S∗3 −0.23 −0.05 0.14 0.07 −0.02

δ [%] 1.6 1.0 1.4 0.5 1.1

q* [%] 86.4

(c) Partial tomography after compensation.

Table 6.3.: Comparison of different polarization state tomographies for
the high intensity key exchange. Each table breaks down the
Stokes vector S of the horizontal (H), vertical (V), diagonal
(P), and anti-diagonal (M) state as well as its degree of polar-
ization (DOP) and its contribution to the quantum bit error
rate (δ). Averages over all four states are in column avg. The
row named q contains the extracted state preparation quality.
For tables (a) and (b), the QBER after an optimal (calculated)
compensation is specified (δcomp). Values labeled with a star
depend on the DOP acquired in the full tomography.
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6.2. Experimental Setting

6.2. Experimental Setting

As implied in Section 3.2, the intensity of Alice’s signal laser sources is a critical
parameter for the final secret key rate that can be chosen freely by the experimenter.
As the setup’s performance under two distinct protocols (BB84 with and without
decoy states) is ought to be studied, two respective optimal intensities arise. Thus,
two similar key exchange runs differing essentially only in the signal beam power
have been performed.

Furthermore, the final secret key rate does not only depend on properties of the
setp but also on the person holding it: The steadiness of their hands has a consider-
able effect on the transmission. For this reason, multiple persons were asked to do
multiple trials each.

During such a measurement, the user was sitting on a stool, whose height was
adjusted at their convenience. The transmitter device was held in both hands close
to the body, but without resting on anything. The laboratory was dimly lit, such that
both the entrance pinholes and the beacon beam were clearly visible. The distance
to the voicecoil mirror, defining the receiver’s entrance, was roughly 30 cm.

6.3. Analysis

After the setup had been calibrated with the satisfying results presented above and
the key exchanges had been performed, the recorded data has been analyzed fol-
lowing Chapter 5. In the interest of meaningful comparability, the recorded data
has been cropped such that it starts once coupling has been achieved for the first
time and stops once the user willingly quits. We emphasize, though, that between
the such defined beginning and end, no data was discarded. This resulted in ex-
change durations between roughly 15 and 55 s.

Figure 6.5 plots transmission and QBER over time for two exemplary measure-
ments. For the complete set we refer to Appendix B. The main results are listed in
Table 6.4. In the following, the course of the transmission over time, the impact of
signal-to-noise filtering, the error rates, and the resulting key rates are studied in
more detail.

6.3.1. Transmissions

The most obvious feature apparent in all trials is that the intensity fluctuates rapidly
between zero and a maximum value. This is to be expected given that only perfect
beam tracking would result in a constant transmission. Some imperfections have to
be accepted, as our system can only correct for angles but not for displacement, is
limited to a range of ±3°, and reacts with a finite delay.
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Trial Duration [s]
Key rate [kbit s−1]

Total [Mbit]
Raw Sifted Secret

I 17.0 362 181 100 1.7
II 49.0 530 267 158 7.7
III 37.7 332 166 90 3.4
IV 36.5 421 212 47 1.7
V 32.0 293 147 42 1.3
VI 45.5 375 189 112 5.1
VII 39.5 298 139 52 2.0
VIII 14.5 241 123 69 1.0
IX 38.5 891 445 267 10.3
X 37.5 442 222 106 4.0
XI 31.5 193 97 56 1.7
XII 43.7 899 453 261 11.4

(a) Results of high intensity key exchanges with decoy analysis.

Trial Duration [s]
Key rate [kbit s−1]

Total [Mbit]
Raw Sifted Secret

XIII 30.5 203 100 39 1.2
XIV 26.5 63 31 10 0.3
XV 33.0 106 51 20 0.7
XVI 23.5 121 59 19 0.4
XVII 49.0 96 47 17 0.8
XVIII 41 133 66 19 0.8
XIX 39.5 128 63 23 0.9
XX 51.5 82 40 14 0.7

(b) Results of low intensity key exchanges with GLLP analysis.

Table 6.4.: Main results of key exchanges. Column “Rates” contains rates
extracted after SNR filtering. “Total” is the product of dura-
tion and secret key rate.
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For these reasons, the system cannot fully compensate shaking of the device in
handheld operation. Due to physiological differences, this affects some users more
strongly than others, resulting in different transmission averages for different trials:
They vary almost by a factor of three.

The three worst trials conducted—VII, VIII, and IX—are characterized by long
periods of negligible transmission, presumably caused by a simple misalignment. A
system with a higher acceptance angle, which is currently under development [74],
would be able to narrow such periods and might thus significantly improve secret
key generation rates under similar conditions.

Two examples of very high transmission are trial IX and XII. These differ from
many average trials only in the frequency with which transmission spikes are reached
as well as in the local minima in between. However, the transmission maxima are
similar in value. These results suggest that the tracking system is in principle capable
of compensating hand motions extremely efficiently. Thus, minor speed improve-
ments might already show compelling effects.

Despite all possibility for improvement, even for the least satisfactory key ex-
changes the transmission was sufficient to extract secret keys at practical rates—both
for GLLP and decoy analysis.

6.3.2. SNR Filter

As discussed in Section 5.2.4, signal-to-noise filtering discards periods of the raw
key that have a low transmission. This improves QBER and transmission averaged
over the rest of the exchange time at the expense of the raw key rate. It proved itself
as a crucial tool in handling the low intensity key exchanges, which were analyzed
according to GLLP. As their secret key rate formulas depend strongly on the trans-
mission, no keys can be extracted from the unfiltered data sets. Filtering increases
the transmission value up to a level at which this is possible again.

When decoy formulas are used, which is the case for the high intensity data set,
only minor gains could be achieved. Here, the transmission only marginally affects
the secret fraction (see Figure 3.1) and thus the raw key rate is the more dominant
factor. SNR filtering, however, reduces the raw key rate with consequentially nega-
tive effects on the secret key rate. But filtering can still be favorable in these cases
because it reduces the QBER: During the discarded periods of weak signal, proporti-
nally more detections are caused by random background having an error rate of
50 %.

The effects of SNR filtering as well as their optimal thresholds are compiled in
Table 6.5. Here, thresholds are expressed on the same scale as the channel trans-
mission, excluding detector efficiencies. Thus, time bins with transmissions lower
than this threshold are discarded. The in principle equivalent alternative—quoting

56



6.3. Analysis

a raw key rate threshold—would make comparisons between measurements with
different mean photon numbers more difficult.

While it is generally true that a higher threshold results in a higher number of
discarded bits, this does not necessarily hold when comparing unrelated data sets,
as they may show different transmission distributions. This can, e.g., be seen at trials
XIII and XV which both cutoff at 9.3 % transmission, but discard 10 and 21 % of bits
respectively. Comparing their plots in Appendix B confirms, that in one case simply
more time bins are affected by the filter.

For the GLLP key exchanges large thresholds are chosen by the optimization al-
gorithm: On average they amounted to 9.3 %, leading to roughly 20 % of raw key
bits to be sacrificed. Intriguingly, for all the low intensity trials, after SNR filtering,
the transmission rose to similar values around 20 %, although the initial transmis-
sion varied by more than a factor of two. This indicates that the performance in this
regime is indeed limited by bad transmission: Only once a certain, high transmission
is reached, the secret fraction becomes positive. At this point, raising the threshold
by even a little higher reduces the raw key rate significantly already, since the af-
fected time bins have many detections in them. Therefore, the maximum found by
the optimization algorithm lies in a very narrow region.

For the trials analyzed with decoy formulas, much smaller thresholds are used,
which also span a larger range from 0.7 to 6.7 %. Even for very small transmissions,
the contribution by background counts to the QBER is negligible, explaining the low
thresholds. The wide range is due to the steep flanks of the high transmission peaks:
They allow the threshold to change greatly with only little effect on both transmis-
sion and raw key rate. Trial V and VII stand out by a large number of discarded
bits. In those measurements, however, the QBER was exceptionally high for reasons
discussed in the next section, which makes them a special case and a comparison
with the rest not particularly meaningful.

6.3.3. Error Rates

The quantum bit error rates (QBERs), i.e., the rates of wrong bits in the sifted key
were in most cases on average 1.6 % for the high and 2.4 % for the low intensity
key exchange. SNR filtering, reduced them from 1.8 % and 2.8 %, respectively (see
Table 6.5).

Considering the predictions from the calibration measurements of 1.1 % and 1.6 %
(see Section 6.1.3) this might appear disappointing. However, those numbers only
incorporate imperfections in the polarization state and detector darkcounts. In prac-
tice, additional sources of background detections are present, each resulting in an
error with probability of 50 %: First, the beacon laser is not blocked completely by
the interference filter inside the receiver. While it is linearly polarized and, therefore,
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Trial Threshold [%] Discarded [%] QBER [%] Transmission [%]

I 1.8 3 2.2ց 1.7 6.4ր 14.3
II 4.7 6 2.1ց 1.4 9.6ր 19.6
III 1.8 3 2.1ց 1.8 5.9ր 13.3
IV 2.2 3 5.1ց 4.9 7.5ր 18.5
V 5.8 12 6.8ց 4.3 5.7ր 19.4
VI 1.1 1 1.5ց 1.4 6.5ր 13.1
VII 6.7 12 4.4ց 3.4 5.4ր 18.3
VIII 3.4 6 2.0ց 1.6 4.4ր 16.1
IX 0.7 0 1.4ց 1.4 15.3ր 23.0
X 3.3 4 2.7ց 2.4 7.9ր 18.1
XI 0.9 2 1.6ց 1.4 3.4ր 12.1
XII 1.1 0 1.6ց 1.5 15.5ր 19.1

(a) High intensity key exchange

Trial Threshold [%] Discarded [%] QBER [%] Transmission [%]

XIII 9.3 10 2.4ց 2.3 13.2ր 21.9
XIV 9.7 27 3.2ց 2.6 5.0ր 20.4
XV 9.3 21 2.6ց 2.3 7.9ր 21.6
XVI 9.4 18 3.0ց 2.7 8.6ր 19.2
XVII 9.5 20 3.1ց 2.4 7.0ր 20.0
XVIII 9.5 17 2.9ց 2.4 7.8ր 19.8
XIX 8.7 16 2.5ց 2.3 8.9ր 19.4
XX 9.0 17 2.7ց 2.5 5.8ր 19.5

(b) Low intensity key exchange

Table 6.5.: Effects of the SNR filtering on performance defining quanti-
ties. The transmission threshold below which detections are
discarded can be read off of column “Threshold”. The num-
ber of discarded detections is expressed under “Discarded” as
a percentage of detections in the raw key.
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trembling hands which oscillate at similar frequencies [67]. However, the expected
amplitudes should be small and the induced errors thus little. In trial IV, V, and VII,
the basis alignment control software had stopped unnoticed explaining the measured
high QBERs and illustrating the importance of the compensation.

It is striking that the QBER for the low intensity key exchange is larger than for the
high intensity one. This stems from the fact that the polarization states emitted by
the source are slightly different, expressing itself in the two different values for the
source intrinsic QBER. Additionally, a low signal intensity results in a more sparse
raw key. The background, on the other hand is equally bright and, thus, while the
absolute number of wrong bits stays the same, its fraction increases.

6.3.4. Raw, Sifted, and Secret Key Rates

The ultimate quantity assessing the performance of a quantum key distribution sys-
tem is its secret key rate. It is a function of transmission and QBER, which have been
discussed earlier already (see Section 3.2.4), and the raw key rate after SNR filtering,
all averaged over the whole exchange time. Being proportional to the transmission
without filtering, the raw key rate differed significantly between the different trials
(see Table 6.4). For the high intensity key exchange, it varied between about 200
and 900 kbit s−1 with an average of 440 and a median of 370 kbit s−1. Raw key rates
for the low intensity trials fell into a range between 60 and 200 kbit s−1 with median
110, averaging to 120 kbit s−1.

The raw key rate and mean photon number per pulse should—neglecting the im-
probable multi-photon pulses—be proportional to each other. As the mean photon
number during the high intensity key exchange was about three times as large as
during the low intensity one (see Section 6.1.2), the raw key rates in the low inten-
sity trials appear slightly too low (or, alternatively, the high intensity ones too high).
The differences are, however, small compared to fluctuations in transmission, such
that they can easily be explained by the different user’s form of the day.

It is suspicious that the sifted key rate for many trials is not exactly half of the
raw key rate. To have a mismatch here, two factors have to come together: The
sender has to send states from one basis more often or with higher intensity than
the states from the other basis, and the receiver’s detectors have to have unequal
efficiencies. While the latter issue is known to exist for our setup [21], the former
one is suprising. The sent keys as loaded into Alice’s memory have been checked,
but their qubit distribution was found to be even. Therefore, the cause must lie in
Alice producing different mean photon numbers for the different states.

While the intensites of the sender’s four laser sources have been matched during
the calibration sequence (Section 6.1.2), this was done only individually. During the
key exchanges themselves, however, all four diodes were biased at the same time,
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Figure 6.7.: Frequencies of sending and detecting states for all sixteen
combinations. Dotted lines mark the frequencies expected
for ideal states during an exemplary key exchange. Data is
normalized such that in the ideal case the bars would have
heights of 1, 0, 0.5, and 0.5

opening up the possibility of an intensity change. A calibration procedure more
careful in this regard can likely solve this problem.

For further investigation, the clicks of each detector have been counted condi-
tioned on the sent state and plotted for one examplary trial in Figure 6.7. As can
clearly be seen, pulses with vertical and anti-diagonal polarization are detected less
often. This issue is even more pronounced than the differences between the two
bases, that become noticable in the deviating sifting rate. While this should affect
the secret key rate negatively, no security proof incorporating different mean pho-
ton numbers for different states have been found. Therefore, we have to leave it
unaddressed in the analysis.

Finally, the estimated secret key rates calculated with the formulas discussed in
Section 3.2.4 follow a distribution similarly broadly scattered as the raw key rate:
Between 42 and 267 kbit s−1 for the high and between 14 and 39 kbit s−1 for the low
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intensity key exchange, with averages of 113 and 20 kbit s−1 as well as medians of 95
and 19 kbit s−1, respectively. The large superiority of the high intensity key exchange
is caused mainly, besides the slightly better QBER, in the decoy protocol: It allowed
the usage of a higher intensity, which lead to larger raw key rates, and in addition to
that estimated the eavesdropper’s knowledge tighter—the secret fraction is larger,
less bits need to be sacrificed in postprocessing at privacy amplification.

Multiplying each secret key rate with the duration of the corresponding measure-
ment gives a number of secretly transmitted bits. For the high intensity trials this
amounted to around 5 Mbit and to slightly less than 1 Mbit for the low intensity ones.
Given the exchange times of only about 30 s both numbers testify the sufficiency of
our setup in many practical application scenarios.
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In this thesis, quantum key distribution between a handheld sender device and a
stationary receiver was successfully demonstrated. We built upon preceding works
designing and assembling transmitter [19] and receiver [20], as well as their thor-
ough characterization [21]. Alongside few changes in the the experimental setup, we
contributed the data analysis procedure described in Chapter 5 in order to complete
the experiment. Finally, as discussed in Chapter 6, we performed measurements and
estimated secret key rates for two protocols: BB84 with and without the decoy state
extension.

The Secret key rates amounted to values between 10 and 39 kbit s−1 (BB84) and
between 40 and 267 kbit s−1 (decoy). Signal to noise ratio filtering was found to
be extremely beneficial to the analysis of handheld key exchanges, due to their typ-
ically featured strongly fluctuating transmission. Both temporal and spatial pulse
shape were ruled out as possible side-channels, in contrast to the spectral degree of
freedom, which was confirmed to be not yet overlapping.

To develop the system to a level of market-readiness, a number improvements at
the hardware level are still necessary. At the sender side, the open spectral side-
channel has to be closed. This can be faciliated by replacing the employed VCSELs
by wavelength-tunable ones or by preselection of the installed diodes. To ensure a
pleasant user experience, we suggest to automize the calibration procedure or even
render it superfluous by enhancing the stability of the electronics. Long-term chal-
lenges include the industrialization of the manufacturing process and the integration
into existing hard- and software.

On the receiving end, the active beam tracking mechanism is a promising starting
point for improvement. Both a larger acceptance angle and faster tracking will sub-
stantially increase the achievable transmission rates as well as the maximum distance
between sender and receiver in handheld operation. Depending on the application
scenario, miniaturization might be beneficial here as well.

To increase the maximum key length, enhanced synchronization capabilities are
needed. To this end, the already existing beacon laser can be used to periodically
transmit block serial numbers. This merely requires software modifications at both
sender and receiver. Similarly, we propose to extend the analysis program by rou-
tines actually extracting secret keys from the detected material instead of just esti-
mating corresponding rates. Also, effects of finite statistics on the secret key rate
have to be considered.
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7. Conclusion

In summary, quantum key distribution between a handheld sender and a station-
ary was demonstrated in a laboratory setting. Based on the insights gained during
this project, we predict that real-world applications are feasible as well. This will
make the transmission channel of freespace communication systems uncondition-
ally secure, rendering a variety of attack vectors ineffective.

Looking further ahead, many additional application scenarios may benefit or even
require miniaturization similar to the handheld use case investigated here. Those
scenarios include the integration of QKD devices into existing optical point-to-point
communication links. Due to the lack of hand motions in such systems, long dis-
tances could be bridged with essentially the same hardware. With improved beam
tracking and customized optics, even ground-to-satellite and inter-satellite quantum
key distribution seems viable, providing a formidable challenge for future endeavors.
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A. Tomography Data

In this appendix, we show detailed results of the various quantum state tomographies
discussed in Section 6.1.3.

H V P M avg

S1 0.94 −0.85 0.19 −0.33 −0.01
S2 −0.30 0.38 0.97 −0.93 0.03
S3 0.11 −0.31 0.00 0.14 −0.02

DOP [%] 99.6 98.1 98.8 99.5 99.0
δcomp [%] 0.5 1.5 1.1 0.4 0.9

q [%] 72.6

(a) Full tomography of emitted states.
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H V P M avg

S1 0.94 −0.86 0.12 −0.22 −0.01
S2 −0.13 0.08 0.92 −0.85 0.01
S∗3 0.31 −0.47 −0.33 0.47 −0.01

δcomp [%] 0.4 1.3 1.0 0.5 0.8

q* [%] 82.8

(b) Partial tomography of states inside receiver.

H V P M avg

S1 0.97 −0.98 −0.10 0.05 −0.02
S2 0.06 0.00 0.97 −0.99 0.01
S∗3 −0.23 −0.05 0.14 0.07 −0.02

δ [%] 1.6 1.0 1.4 0.5 1.1

q* [%] 86.4

(c) Partial tomography after compensation.

Table A.1.: Comparison of different polarization state tomographies for
the high intensity key exchange (same as Table 6.3).
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H V P M avg

S1 0.94 −0.87 0.20 −0.33 −0.01
S2 −0.30 0.37 0.97 −0.92 0.03
S3 0.12 −0.29 0.01 0.16 0.00

DOP [%] 99.8 98.7 98.9 98.7 99.0
δcomp [%] 0.3 1.1 1.0 0.9 0.8

q [%] 75.3

(a) Full tomography of emitted states.

H V P M avg

S1 0.94 −0.88 0.07 −0.23 −0.03
S2 −0.11 0.06 0.92 −0.85 0.01
S3 0.33 −0.44 −0.35 0.44 0.00

δcomp [%] 0.3 0.8 1.0 0.8 0.7

q [%] 79.7

(b) Partial tomography of states inside receiver.

H V P M avg

S1 0.94 −0.98 −0.18 0.09 −0.03
S2 0.10 −0.03 0.96 −0.99 0.01
S3 −0.30 −0.13 0.13 0.00 −0.07

δ [%] 2.8 1.1 1.9 0.7 1.6

q [%] 80.9

(c) Partial tomography after compensation.

Table A.2.: Comparison of different polarization state tomographies for
the low intensity key exchange.
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